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ABSTRACT  

Quantitative monitoring and prediction of 

fouling in heat exchangers could help to avoid 

product quality and food safety issues. Production 

facilities that do not have inline sensors to monitor 

operating conditions are prone to fouling-related 

problems. We introduce an approach using a non-

invasive temperature acquisition method and deep 

learning technology to predict fouling in a heat 

exchanger. First, an Encoder-Decoder long short-

term memory (LSTM) network is proposed to 

predict the output temperature of the product based 

on the temperature measured on the outside of a heat 

exchanger pipe. A random forest (RF) regression 

model utilizes the predicted temperature to estimate 

the fouling mass. The dataset used was acquired 

from several laboratory fouling experiments, 

consisting of two categories for: i) predicting 

product output temperature and ii) fouling 

estimation. The models achieve a temperature 

prediction accuracy of 98.5% and an approximate 

accuracy of 85% in estimating the fouling mass on 

test data from the laboratory fouling experiments.  

 

INTRODUCTION 

Heat exchangers (HE) play a pivotal role in the 

food industry by facilitating the transfer of thermal 

energy from a hot flowing stream to a cold flowing 

stream [1]. One of their most prevalent applications 

is in the pasteurization of milk. However, due to the 

complex composition of milk, marked by the 

presence of proteins and minerals, a sequence of 

chemical reactions takes place [2]. During the 

heating process, proteins are susceptible to 

denaturation and precipitation, resulting in the 

undesirable deposition of material on the heat 

exchanger surfaces. This leads to higher energy 

consumption, increased water and cleaning 

chemicals consumption, extended downtime for 

facilities and a potential risk to food safety. To 

guarantee operational efficiency and food safety, 

fouling deposits are removed by cleaning processes 

[3], [4]. The aim of the industry is to increase 

production, shorten cleaning times and ensure food 

safety at the same time. Methods and knowledge for 

quantitative monitoring and prediction of fouling 

could help to avoid high production costs and 

increase food safety [5], [6]. 

Given these characteristics, researchers have 

proposed various approaches for monitoring fouling 

in heat exchangers. Ingimundardóttir et al. [7] 

employed temperature changes for numerical 

fouling determination, while Riverol et al. [8] 

utilized pressure drop as an input for artificial neural 

networks (ANNs) to identify fouling instances. 

Chen et al. [9] conducted experiments that 

incorporated stainless steel electrodes within the 

heat exchanger to investigate the correlation 

between heat flux and electrical resistance. In a 

separate investigation, Withers et al. [10] employed 

an acoustic sensor to assess the thickness of the 

fouling layer. This method relies on the calculation 

of the time of flight (TOF) from the transmitter, 

through the pipe wall, the product, and the opposite 

wall, with potential fluctuations attributed to the 

presence of a fouling layer.  

As the temperature of product output is a 

significant indicator for fouling detection, numerous 

researchers have endeavored to predict fouling 

based on this parameter [11], [12]. Riverol et al. [8] 

developed an artificial neural network (ANN) that 

can establish a relationship between pressure drop 

and fouling thickness. However, these techniques, 

including the ANN, are unable to predict the future 

development of deposit thickness. To reduce energy 

losses and cleaning efforts, it becomes imperative to 

predict deposit evolution beforehand, avoiding any 

adverse impact on production [13]. While some 

classical algorithms, such as ARIMA [14], can be 

employed for forecasting tasks, their accuracy often 

falls short of acceptability [15]. Nevertheless, with 

the rapid advancements in deep learning witnessed 

in recent times, a prediction may become 

achievable. Deep neural networks acquire the ability 

to predict by means of a sequence of nonlinear layers 

to create intermediate feature representations [16]. 

This characteristic holds great promise for time 

series forecasting. One of the key technologies is 
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Recurrent Neural Networks (RNNs) [17]. They can 

propagate each layer's activations sequentially 

across adjacent time steps. With this specific 

character, RNN-like networks are particularly adept 

at modeling sequential data, and they have proven 

indispensable in the field of time series analysis due 

to their inherent capacity for capturing temporal 

dependencies.  

Long Short-Term Memory (LSTM) networks, a 

modern variant of RNNs, which has introduced 

many components to overcome the gradient 

explosion and vanishing, have made a significant 

impact by enhancing the modeling of long-range 

dependencies within time series data [17]. This 

advancement makes LSTM networks an essential 

tool for numerous time series forecasting tasks. In 

the realm of sequence prediction, the Encoder-

Decoder LSTM is also an advanced powerful 

network [18]. It first encodes the input sequence into 

a fixed-dimensional vector, and the Decoder 

leverages this encoded representation to produce the 

desired output sequence. Convolutional Neural 

Networks (CNNs), traditionally used for image 

analysis [19], have also found their place in time 

series analysis [20]. By treating time series data as 

one-dimensional signals, CNNs have demonstrated 

efficacy in capturing spatial patterns within the 

temporal domain, a feature that holds great promise 

in diverse time series applications [21]. 

The aim of this study is to develop and validate 

an Encoder-Decoder LSTM network to predict the 

product outlet temperature of a heat exchanger. The 

predicted values are used by another regression 

algorithm that estimates the mass of fouling. Its 

development and validation are also presented here. 

The results may contribute to the development of a 

novel method for predicting fouling in heat 

exchangers using a non-invasive sensor and deep 

learning techniques. 

In the following sections, the general strategies 

for time series forecasting will be outlined, 

independent of specific models. Subsequently, 

relevant deep learning network architectures will be 

introduced. The experimental setup for generating 

training data through systematic variation of process 

parameters will then be described. The model 

training process, including various hyperparameter 

configurations, will be explained using the 

generated data. Following model training, the results 

will be analyzed to assess the performance of the 

models used. Finally, the advantages and limitations 

of the results will be discussed.  

PROBLEM EXPLAINATION 

In this study, our objective is to forecast the 

temperature profile based on real time sequential 

temperature measurements. To achieve this goal, 

time series values from several sensors are recorded.  

The measurement values are organized with 

corresponding timestamps, transforming the 

problem into a time series forecasting task. 

To achieve this, there are two approaches. The 

first one involves the reconstruction of the time 

series by aggregating N (N>1) values into one, 

sequence to one. The original and predicted values 

serve as input for the model to predict the next one, 

constituting a single-step recursive method.  

However, this method exhibits reduced 

performance when the forecasting horizon exceeds 

the dimensional embedding size. In such cases, as 

the forecasting horizon lengthens, all subsequent 

values are generated by the forecasting process. 

Consequently, with each iteration, residuals from 

the Mean Squared Error (MSE) accumulate in the 

input sequence, rapidly diminishing prediction 

accuracy. Using the second approach, models can be 

trained to reconstruct the time series from sequence 

to sequence, utilizing forecasted sequence values as 

input for the subsequent sequence. This approach 

introduces some accumulated error, but it remains 

lower than the single-step recursive method [22]. 

Thus, the problem can be represented with the 

following diagram, and the sequence of output can 

be formulated using the subsequent Fig. 1. 

 

 

Fig. 1. Time Series Forecasting Multi-step Ahead 

NETWORK ARCHITECTURES 

In this work, we focus on Recurrent Neural 

Network (RNN). Unlike conventional feed-forward 

networks [23], whose activation flows only in one 

direction, RNNs allow the output from last step to 

be treated the input for next step, influencing 

subsequent steps [24]. The Long Short-Term 

Memory (LSTM), a modern RNN variant effective 

in handling sequential data, is applied in this work 

because the introduction of LSTM addressed the 

challenges associated with gradient vanishing and 

exploding problems [25]. Consequently, it enables 

the model to handle situations where the context is 

lengthy, addressing a limitation in conventional 

models.  

In the subsequent sections, we will introduce 

the network architectures of LSTM, Encoder-

Decoder LSTM, where Encoder and Decoder 

consist of LSTM cells, and Convolutional neural 

network LSTM (CNN-LSTM) indicating a 

combination of CNN and LSTM. These networks 

are utilized for time series forecasting, and their 

performances are compared in this study.  
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Long Short-Term Memory 

As shown in Fig. 2, the Long Short-Term 

Memory (LSTM) architecture is composed of 

following fundamental components: the Forget gate 

𝐹𝑡, Input gate 𝐼𝑡, Input Node 𝐶𝑡 and Output gate 𝑂𝑡 . 

Its primary function is to briefly store preceding data 

in "Short-Term Memory". Firstly, the initial hidden 

state 𝐻𝑡−1 and input 𝑥𝑡 are concatenated and 

processed through the Forget gate 𝐹𝑡, which 

employs a sigmoid function Eq. (1) with values 

ranging in [0, 1]. The gate's output is then multiplied 

by the preceding internal state �̃�𝑡−1, determining 

whether the internal state should be considered. 

𝜎(𝑥) =  
1

1+ⅇ−𝑥              (1) 

 

The subsequent components involve the Input 

gate 𝐼𝑡 and input node 𝐶𝑡. The 𝑡𝑎𝑛ℎ function 

generates a new candidate internal state �̃�𝑡, with 𝐼𝑡 

deciding whether to retain this new state. Once 

created, it is merged with the prior internal state 

�̃�𝑡−1. The final internal state �̃�𝑡 is confined to the 

range [-1, 1] and multiplied by the values from the 

output gate 𝑂𝑡. Notably, 𝐻𝑡  serves not only as the 

state between steps but also as the output of this 

layer. This LSTM Cell is implemented in the 

Pytorch framework, which was mainly used in this 

work [26]. 

Encoder-Decoder LSTM 

The Encoder-Decoder LSTM architecture 

illustrated in Fig. 3 represents an advanced variant 

of the traditional LSTM. The Encoder-Decoder 

model is a comprehensive framework for sequence-

to-sequence (seq2seq) prediction, introduced in 

[18]. The components employed to construct the 

encoder and decoder can include various types of 

Recurrent Neural Networks (RNNs). In our work, 

we concentrate on the LSTM-powered Encoder-

Decoder, as suggested in [18]. 

The restriction arises where LSTM passes only 

the last hidden state 𝐻𝑡  to the next layer. In contrast, 

the Encoder, a sequence of LSTM cells, captures 

and embeds the entire sequence of information 

across its layers, enabling the comprehensive 

transfer of knowledge to the decoder, which consists 

also a series of LSTM cells. This intrinsic property 

theoretically enhances model performance, allowing 

for a more effective representation of sequential data 

and improving the overall predictive capability of 

the Encoder-Decoder LSTM architecture.  

 

 
Fig. 3. Encoder-Decoder Long Short-Term Memory 

Architecture 

Convolutional Neural Networks -LSTM 

Convolutional Neural Networks (CNNs) 

represent a widely employed deep learning 

technology [27], [28]. A typical CNN architecture 

consists of convolutional layers, pooling layers, and 

fully connected layers [19]. The convolutional layer 

employs convolutional operations, utilizing specific 

masks [29] to extract features from the input data, 

enabling tasks such as edge detection in signals. 

Pooling layers play a crucial role in reducing the 

spatial size of the output from the preceding layer, 

thereby decreasing the computation, and required 

weights. In this work, the max pooling layer is 

selected to compute the maximal value within a 

kernel. Following this, the fully connected layer 

maps the extracted features to produce the final 

output. Despite CNNs traditionally being associated 

with image processing, their adaptability to 1D time 

series data has been explored by several researchers 

for forecasting tasks [30], [31]. However, CNNs are 

not usually adapted to correctly manage complex 

and long dependencies [32]. 

Given the intrinsic property of Long Short-

Term Memory (LSTM) networks in handling time 

series data, a combination of CNNs and LSTMs, 

shown in Fig. 4, presents a promising approach for 

improved performance [15], [33]. With the help of 

the CNN network, the time series data is filtered 

through a mask, before they are sent to LSTM. Such 

combination leverages the strengths of both 

architectures, enhancing the capability to find local 

pattern from time series data and consequently 

improving forecasting outcomes. 

 

 
Fig. 4. CNN-LSTM Architecture 

CLASSICAL REGRESSION MODELS 

In this study, the product output temperature 

profile is forecasted using a seq2seq model. 

Subsequently, the profile is utilized to predict 

fouling mass. Despite efforts to design a 

comprehensive dataset, the limited number of 19 

Fig. 2. Long Short-Term Memory Cell Architecture 
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fouling experiments raises concerns about the 

dataset’s representativeness. With only 19 samples 

available for model training and testing in fouling 

mass estimation, using small models, whose number 

of parameters is limited, on this small data sets is 

regarded as appropriate. To overcome this problem 

and enhance generalization and reliability, 

algorithms such as Support Vector Regression 

(SVR), linear regression (LR), and an ensemble 

model Random Forest (RF) [34] are considered.  

SVR is a prevalent statistical learning method 

to commonly establish relationships between input 

and output variables. Its objective is to minimize 

prediction errors while managing the complexity of 

the regression function  [34]. 

LR, another tool for establishing relationships 

between input and output, seeks to determine 

coefficients for a linear equation, while minimizing 

the sum of squared differences between predicted 

and actual values, thereby providing a 

straightforward method for predictions [34]. 

RF constructs a robust predictive model by 

generating multiple decision trees during training 

and aggregating the average prediction of individual 

trees. Based on decision trees, which recursively 

partition data into subsets according to the most 

significant attributes at each node, a tree-like 

structure is formed where leaves signify predicted 

outcomes. A random forest, comprising numerous 

decision trees, serves to mitigate overfitting and 

enhance generalization [34]. 

DATA ACQUISITION FROM FOULING 

EXPERIMENTS 

 Within the laboratory setting, a plate heat 

exchanger (PHE) (VT04 CD-16, GEA Ecoflex 

GmbH, Germany) was employed to simulate a 

common fouling process in dairy industry applying 

whey protein concentrate (WPC) as a classic 

substance system. The schematic representation of 

this facility, where the fouling classically occurs, is 

shown in Fig. 5. A total of 19 experiments were 

conducted. The clamp-on sensor type 

(EGT311F031, Sauter-Cumulus GmbH, Germany) 

selected for this work exhibited a selected 

measurement range set between -10 °C and 120 °C 

due to the parameter area of the process. The sensors 

were placed on the pipe surface of the heating water 

and product inlet as well as outlet, respectively. To 

determine the offset induced by the setup, inline 

temperature sensors (PT1000, class AA, Therma 

Thermofühler GmbH, Germany) were also 

integrated at the same position to detect the bulk 

fluid temperature. Also, the pressures at in- and 

output channels were recorded by a pressure 

transmitter (PA-33X, KELLER AG, Winterthur, 

Schweiz).  

To collect the data generated by the sensors, a 

dedicated sensor reader application was developed 

and deployed a Raspberry Pi 4, a compact single-

board computer. This device was chosen for its 

lightweight design and suitability for integration 

into the facility. Additionally, the inline temperature 

data were recorded using a commercially available 

data logger (Agilent 34970A, Keysight 

Technologies, Inc., USA).  

For data acquisition, a series of experiments 

were carried out, each executed under various 

conditions: WPC concentration CWPC = 70, 75, 

80 g∙L-1, experiment duration t = 60, 120, 180 min, 

and input product temperature T_Bulk = 50, 55, 

60 °C. In preparation for each experiment, the WPC 

powder was solved on a heating plate while the test 

rig was preheated. To start the experiments, the 

volume flow of the product side was set to  

0.08 m3∙h-1 and the heating water circle to 

1.508 m3∙h-1. The test plates of the PHE were 

cleaned externally before every experiment and the 

dry as well as wet fouling mass was determined by 

a laboratory scale (Signum 3, Sartorius, Germany) 

after each experiment. Finally, a total of 8115 data 

points of temperature profiles and 19 of fouling 

mass were obtained. The collected data points cover 

several hours. As the time series was forecasted for 

a maximum of three hours ahead, around 400 data 

points were created per experiment, 8115 data points 

in total, which are sufficient [35]. However, since 

the 8115 data points are collected from only 19 

fouling experiments, there are just 19 data points for 

fouling mass estimation. Consequently, only small 

models will be considered [36]. The small or simple 

models imply that the number of parameters is 

limited, making the model more interpretable. The 

parameters mentioned are those that make up the 

trained model, not the hyperparameters that can be 

set before model training. For example, linear 

regression has no hyperparameters, but the trained 

model consists of N (the sample size) + 1 

parameters. Support Vector Regression (SVR) also 

has a limited number of parameters, specifically n 

(the feature size) + 1 + number of support vectors. 

In contrast, a random forest is essentially an 

ensemble of decision trees, and the number of 

parameters depends on the number of nodes in the 

trees. This is unlike deep learning networks, which 

can have millions of parameters. 

 

 
Fig. 5. Schematic representation of the experiment 

facility with clamp-on and inline temperature sensor 
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COMPREHENSIVE MODEL TRAINING AND 

VALIDATION PROCESS  

After acquiring the dataset, was prepared for 

model training and validation. The following steps 

outline how the model training experiments are 

executed:  

1. Preparation of the input and output data 

using sliding window method 

2. Splitting of the prepared data into training, 

validation and test datasets 

3. Buildup of models as described above 

4. Run of the training, validation and test 

experiments using the selected metrics 

The models LSTM, Encoder-Decoder LSTM 

and CNN-LSTM introduced in the Network 

Architectures section are adapted to the time series 

forecasting task and compared for their feasibility in 

fouling detection implemented to solve the time 

series forecasting task. The input and output of these 

models will be described using diagrams in the 

following section. The implementation code was 

composed in Python 3.10 and PyTorch [26] on a 

personal computer equipped with two Nvidia 

Quadro P5000 GPUs, which can significantly 

accelerate the model training process compared to 

CPU execution. All instantiated models underwent 

training for both 100 and 150 epochs, with an early 

stopping criterion implemented: training ceased 

once the validation loss fell below a predefined 

threshold. The optimization process employed the 

ADAM optimizer [37] to compute backpropagation, 

utilizing the batch size of 64. During the training and 

validation phases of the model, Mean Squared Error 

(MSE) loss values are recorded and stored.  

Data preparation for model training and 

evaluation 

As the formation of the fouling layer is a 

gradual process that occurs over time, the data are 

sampled down to one measurement per second. The 

dataset includes preparation time before and 

cleaning time after the experiment, which were 

removed manually. 

 

{𝑦𝑡}𝑡=𝑀
𝑁 =  𝐹( {𝑥𝑡}𝑡

𝑀 )    (2) 

 
Fig. 6. Sliding Window Method 

Time series forecasting is a form of multi-input 

and multi-output regression, involving the mapping 

of features through a function F to targets, as 
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following series after 𝑥𝑡. In this context, the features 

consist of values from the last few time stamps, and 

the targets are the values in the  near future. The 

collected data need to be split into three datasets for 

training, validation, and testing of the model. To 

achieve this, a sliding window algorithm was 

employed. Fig. 6 illustrates the concept of this 

method, where the blue and green rectangles with 

rounded corners represent a fixed-size window. The 

series in the blue rectangle represent input series, 

while those in the green rectangle stand for output 

series. The window advances one step at a time from 

the beginning to the end of the time series. Thus, 

inputs and outputs are extracted. For generalization 

of model training and validation, a random seed is 

varied from 0 to 2, this can randomly select train, 

validation, and test dataset. 

Input Selection 

Since the dataset consists of data from various 

sensors and experimental conditions, the process for 

selecting input for model training needs to be 

discussed. Five combinations of factors have been 

chosen as inputs for the model. Subsequent sections 

will enter a comparative analysis of the accuracy 

achieved by these five combinations. Table 1 

summarizes the relevant input parameters and 

corresponding combinations for the model. Other 

parameters do not contain sufficient information. 

The input parameters are selected based on 

background knowledge, which could contribute to 

the model’s performance. 

Table 1. Combination of relevant parameters as 

input for model training 

Hyperparameter Tuning 

Hyperparameter tuning plays a crucial role in 

model building, contributing to enhanced 

performance. In our study, we conducted tuning on 

the hyperparameters as presented in  

Table 2. While the input and output lengths are 

flexible, their sum must not exceed the minimum 

experiment duration. From a forecasting standpoint, 

the forecasting window holds significance for the 

prediction accuracy of the RNN model. This 

window represents the number of preceding time 

series data that the model considers for forecasting 

values in the near future. For this study, the input 

parameters 

 

 

Combinations 

C1 C2 C3 C4 C5 

C_T_product_out      

I_T_product_out      

C_T_hw_p_out_diff      

P_p_in_out_diff      

WPC      

T_bulk      
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and output windows were selected from the sets {50, 

70, 100} and {50, 70, 100} respectively.  

Table 2. Hyperparameter under different categories 

window 

size 

Learning 

parameter 

LSTM 

constructor 

CNN 

constructor 

Input 

sequence 

length 

Number 

of epochs 

Number of 

hidden 

layers 

Number of 

hidden 

layers 

Output 

sequence 

length 

Teacher 

forcing 

ratio 

Number of 

neurons in 

hidden 

layers 

Number of 

neurons in 

hidden 

layers 

 Learning 

rate 

 Kernel  

size 

 

Moreover, our study involves the comparison of 

three models, each with its unique set of 

hyperparameters. Despite the differences, all three 

models incorporate LSTM networks, sharing some 

common hyperparameters. In the LSTM network, 

the number of hidden layers and neurons in one 

hidden layer requires tuning. In the CNN-LSTM 

model, the input undergoes processing by the CNN 

network before entering the LSTM, necessitating the 

tuning of relevant parameters, such as the kernel size 

of convolution. To retain all features, the 

convolution method "padding" is employed. For the 

Encoder-Decoder architecture, a specific model 

training strategy called teacher forcing is employed. 

Teacher forcing aims to enhance training efficiency 

and stability by providing the decoder with the 

correct or ground truth output from the previous 

time step during training, with a certain probability. 

This approach prevents the model from 

accumulating errors during training, leading to 

improved convergence speed and stability. In this 

work, the teacher forcing probability is chosen from 

{60%, 80%} [38]. To mitigate overfitting during 

model training, a dropout layer is also incorporated 

into each model with dropout probability 0.2 and 

0.4.  

Evaluation Metrics 

 To assess the performance of the model, the 

following metrics are employed. Given that time 

series forecasting aligns with regression, the 

conventional metric, mean squared error (MSE) 

[34], is utilized during training and validation, as 

depicted in Eq. (𝑀𝑆𝐸=
1

𝑛
∑ (𝑦𝑖 − �̂�𝑖)

2𝑛

𝑖=1
  

  (3). During the model testing process, the 

mean absolute percentage error (MAPE) [39], 

presented in Eq. (𝑀𝐴𝑃𝐸 =  
1

𝑛
∑ |

𝑦𝑖−�̂�𝑖

𝑦𝑖
| ×

𝑛

𝑖=1
100%          

(4), is employed. 

 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦

𝑖
− �̂�

𝑖
)

2
𝑛

𝑖=1

    (3) 

In both equations, 𝑦𝑖  represents the true values 

from the validation dataset, and �̂�𝑖 corresponds to 

the predicted values. 𝑛 denotes the total number of 

time series. In this study, the metric – 1 - MAPE is 

applied as a performance indicator to enhance the 

illustration of model performance. The greater the 

resultant value, the more reliable the model 

performance is deemed to be. In the paper, we refer 

to this 1 – MAPE loss as resultant MAPE. 

𝑀𝐴𝑃𝐸 =  
1

𝑛
∑ |

𝑦𝑖−�̂�𝑖

𝑦𝑖
| ×

𝑛

𝑖=1
100%          (4) 

Model selection for fouling mass estimation 

For the regression models, the input parameters are 

WPC, Experiment duration, input product 

temperature and product output temperature. The 

target is fouling mass. Then the hyperparameter 

needs to be optimized. For Support Vector 

Regression (SVR), the critical hyperparameters 

include the kernel and C. The kernel, serving as a 

function transforming input data into a higher-

dimensional space, facilitates the identification of 

nonlinear decision boundaries. In this context, the 

choices include "linear" and "rbf" ,Radial Basis 

Function, which computes the similarity of two 

points [34]. The parameter C governs the model's 

generalization and is selected from the set {0.1, 1, 

10}. Additionally, epsilon, denoting the tolerance 

between actual and predicted data, is subject to 

variation within the range {0.01, 0.1, 0.5}. 

For Random Forest, a key hyperparameter is the 

number of estimators, determining the quantity of 

decision trees within the ensemble. It assumes 

values from the set {50, 100, 150}. Another 

significant hyperparameter is the maximum depth, 

delineating the permissible depth of an individual 

tree and assuming values from the set {2, 3, 4}. The 

tuning of these hyperparameters is instrumental in 

achieving optimal model performance. 

RESULTS 

In this section, the performance of the proposed 

Encoder-Decoder model is assessed in comparison 

to that of LSTM and CNN-LSTM, each configured 

with different hyperparameters. Error! Reference 

source not found. summarizes the averaged training 

and validation losses during training for three 

models, considering different random states for the 

random selection of train and test datasets for cross 

validation. The training and validation loss curve for 

LSTM model barely changes during the training 

phase, shown in Error! Reference source not 

found.a. The MSE loss for training is around 0.05 

and for validation around 0.02 is significantly larger 

than expected and remains relatively constant 

thereafter. Ideally, after each backpropagation step, 

the MSE loss should undergo some degree of 

change, ultimately leading to model convergence. 

However, in the case of the LSTM model, the 

parameters appear to remain unaltered throughout 
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the training process. This lack of significant change 

suggests that the LSTM model has not effectively 

learned from the training dataset.  

 

 
Fig. 7. Validation MSE Loss profile for the 

examined models: a) Validation data LSTM, b) 

Validation data CNN-LSTM, c) Validation data 

Encoder-Decoder LSTM 

Comparatively, the CNN-LSTM and Encoder-

Decoder LSTM models present distinct behavior in 

their training and validation phases Error! 

Reference source not found.b, 7c. In both models, 

the validation loss initiates at 0.015 and 0.02, 

respectively, and converges after around 70 epochs, 

similar to the training loss started from around 0.075 

and converged to nearly 0. The CNN-LSTM model 

achieves stabilization within an acceptable tolerance 

range after approximately 50 epochs, while the 

Encoder-Decoder LSTM model requires nearly 80 

epochs. Despite these disparate convergence epochs, 

both models demonstrate a validation loss of around 

0.0014. It is noteworthy that, at the beginning of 

training, the CNN-LSTM model exhibits a lower 

initial loss compared to the Encoder-Decoder LSTM 

model. Additionally, the validation loss curve of the 

CNN-LSTM model appears smoother than that of 

the Encoder-Decoder LSTM model. This behavior 

can be attributed to the property of CNN, where time 

series features are extracted using a mask, enabling 

earlier convergence than the Encoder-Decoder 

LSTM model. Additionally, the training loss 

variation in the CNN-LSTM model is smaller than 

that in the Encoder-Decoder LSTM model. 

Fig. 8 represents the test lossesError! 

Reference source not found., showcasing a box 

plot resultant MAPE for three models. The LSTM 

model displays the smallest interquartile range, 

indicating consistent behavior attributed to stable 

parameters throughout training. CNN-LSTM and 

Encoder-Decoder LSTM models have mean 

accuracies of 98.53% and 98.68% respectively. The 

interquartile range for CNN-LSTM spans 97.97% to 

99.27%, wider than Encoder-Decoder LSTM's 

range of 98.41% to 99.17%. Notably, the narrower 

range for Encoder-Decoder LSTM and higher mean 

accuracy suggest greater stability and precision of 

prediction in test results compared to CNN-LSTM. 

 

Fig. 8. Resultant value of MAPE Loss by 

exanimated modes by testing 

To provide a clearer view of the performance of 

different models, a test dataset was selected and 

applied to the trained models to forecast the product 

outlet temperature based on this dataset. The results 

are shown in Fig. 9. As observed, the pure LSTM 

model’s results remain constant, similar to what is 

shown in Error! Reference source not found., 

where the MSE Loss does not converge. It leads to 

the poor performance in predicting sequence data. In 

contrast, the Encoder-Decoder and CNN LSTM 

models perform quiet well. Both models can 

forecast the decreasing trend of the product outlet 

temperature, with the maximum predict error 

remaining below 1°C.  

As mentioned before, the impact of input 

selection on the model performance was also 

investigated, exploring whether additional 

experimental parameters enhance efficacy.  Fig. 10 

illustrates the analysis of five data combinations, 

highlighting suboptimal performance in c4 and c5 

due to the constant nature of WPC and input product 

temperature. These parameters, resembling initial 

conditions, contribute minimally and even detract 

slightly from model performance. In contrast, model 

with c1, c2 and c3 as input have achieved better 

performance. c1, incorporating both temperature 

and pressure, contributed minimally to model 

training due to the limited variability in pressure 

difference compared to temperature. In contrast, c2 

emerged as the top performer with a mean accuracy 

of 98.14% and superior stability, attributed to its 

inclusion of C_T_product_out, I_T_product_out, 

and C_T_hw_p_out_diff.  The c3 combination, 

a) 

b) 

c) 
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featuring only C_T_product_out and 

I_T_product_out, displayed less favorable 

performance, lacking precision in the linear 

relationship between clamp-on and inline sensors. 

The optimal performance achieved by c2 can be 

attributed to the similarity in input parameters, 

enabling the model to learn more effectively from 

the three time series datasets. The data indicates that 

the C_T_product_out and I_T_product_out 

variables have the greatest influence on model 

performance. It would also be valuable to exclude 

the I_T_product_out sensor data from the model 

training process to evaluate how the trained model 

performs without this input. In contrast, c3 lacks the 

inclusion of difference values between hot water and 

product output temperature, resulting in the model 

missing important information. Moreover, the input 

parameter of pressure used in the c1 combination 

exhibits a significantly different data distribution 

from temperature, leading to a decrease in 

performance.  

 
Fig. 9 Comparison of predicted values from 

different models 

The CNN-LSTM model requires about 15 

minutes to train, while the Encoder-Decoder LSTM 

completes training in only 10.46 minutes, which is 

nearly 1.5 times faster. The extended time 

consumption of the CNN-LSTM model may be 

attributed to the feature selection performed by the 

CNN. The CNN processes the entire dataset to 

extract meaningful features, which are subsequently 

passed to the LSTM cells. 

 
Fig. 10. Comparison of resultant MAPE Loss by 

different input parameter combinations as indicated 

in Table 1 

For fouling mass estimation, classical 

regression models were used. Variability was 

introduced in the random seed during training for 

improved result generalizability. The results shown 

in Fig. 11 demonstrate that SVR achieved the lowest 

MAPE at 80.78%, while LR and RF achieved 

comparable accuracies of 83.06% and 83.48%, 

respectively. SVR encounters challenges due to the 

inefficiency of its hyperplane in separating high-

dimensional data points. RF outperforms LR by 

0.42%, leveraging a set of estimators for enhanced 

input-output relation representation. Despite RF's 

longer training time (50 times more), its predictive 

duration becomes less important once the model is 

built. LR boasts an average prediction time of 0.3ms, 

while RF requires 9ms, 30 times longer but still 

within acceptable timeframe. After model selection, 

optimal hyperparameters involve a maximal tree 

depth of 3 and 50 estimators, resulting in an 85.12% 

prediction accuracy.  

 
Fig. 11 Resultant value of MAPE Loss by 

exanimated regression modes by testing 

CONCLUSION 

This study introduces a new method for 

monitoring product output temperatures, as well as 

for forecasting product output temperature profiles 

and fouling mass. To compare both forecasting and 

regression models, the model training experiments 

using cross-validation was conducted to obtain a 

more accurate estimate of each model’s 

performance on test data. The approach utilizes 

clamp-on temperature sensors and an Encoder-

Decoder LSTM model trained on laboratory fouling 

experiment data. The results received from 

laboratory test data demonstrated an accuracy of 

98.5% in predicting the product output temperature.  

The accuracy of the fouling mass estimate using a 

random forest regression model reaches 85 % for 

test data. 

It is evident from the results that the LSTM 

model exhibits the lowest accuracy, which indicates 

its unsuitability for multi-step ahead predictions. 

Both the Encoder-Decoder LSTM and CNN-LSTM, 

however, demonstrate accurate predictions. 

Considering model robustness and accuracy, the 

Encoder-Decoder LSTM is the optimal choice 

among the alternatives. It is important to note that 

the performance of the model is dependent on the 
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dataset. Therefore, it is not practical to completely 

disregard CNN-LSTM. Despite CNN-LSTM 

requiring 1.5 times longer training than the Encoder-

Decoder LSTM, CNN-LSTM converges rapidly, 

allowing for training with fewer epochs while 

observing changes in prediction accuracy. Among 

the methods tested, the RF regression model is the 

most accurate method for fouling estimation due to 

its composition of numerous sub-estimators. 

Although LR and SVR achieve over 80% accuracy, 

their limited ability to capture complex input-output 

relationships may hinder significant long-term 

improvement. The maximal size of constructed 

Encoder-Decoder LSTMs is only 460 KB, which 

refers to the storage space required to load the 

model. With a such small size, the model can be 

deployed on resource-constrained IoT devices.  

The method presented has limited suitability for 

direct application in industry due to initial training 

based on limited data from laboratory fouling 

experiments. However, in the next step, authentic 

industrial data from a food manufacturer will be 

used to validate the reliability of the model 

prediction in production processes. This industrial 

dataset, including parameters like product as well as 

hot water temperatures, and pump speed, requires an 

expanded hyperparameter tuning range to adapt the 

intricacies of industrial data. This transition allows 

for a comprehensive examination of the proposed 

network's reliability in production settings. 

Recognizing the anticipated differences between 

laboratory and industrial data - particularly in 

maintaining constant product output temperatures 

dictated by food safety policies - the essential next 

step involves integrating real-time data from the 

process control system. This can enhance the 

model's predictive capabilities, aligning it more 

closely with the dynamic demands of industrial 

production environments. 

To make the model adaptive, the strategy like 

the attention mechanism [40] could be used. This 

mechanism empowers models to selectively analyze 

relevant data segments of input sequences. This 

property allows for the selection of particular 

segments during training, enabling the model to 

address especially initial timeframes in experiments 

where the product output temperature remains 

constant, and to emphasize the temperature drop 

phase. 

 

NOMENCLATURE 

𝐹𝑡 Forget gate in LSTM Cell, symbol for function 

ⅇ Euler’s number, dimensionless𝐼𝑡    Input gate in 

LSTM Cell, symbol for function 

𝐶𝑡   Input node  

�̃�𝑡    Cell interval state in LSTM Cell 
𝐻𝑡    Hidden state in LSTM Cell 

𝑂𝑡   Output gate 

 Symbol for sigmoid function 

T Temperature, °C 

P     Pressure, bar 

C_T_product_out Temperature of product outlet 

from clamp-on sensor   

I_T_product_out Temperature of product outlet 

from inline sensor  

C_T_hw_p_out_diff Temperature difference 

between product and hot water outlet from clamp-on 

sensor   

P_p_in_out_diff Pressure difference between 

product inlet and outlet from inline sensor  

CWPC  Whey protein concentration  

T_Bulk  Input product temperature  

 

Subscript 

t an arbitrary point in time in time series data 

M     timestamp, where the input for model ends 

N     timestamp, where the output for model ends 
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