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ABSTRACT 

Fault diagnostics and prognostics serve as 

invaluable tools for effective system health 

management and monitoring. We first develop 

inferential sensors, which are sensitive to fouling 

and remain unaffected by uncertainty, through 

symbolic regression combined with information 

theory. Adopting these sensors as health indicators, 

we build a real-time fault prognostic scheme for 

estimating the progression of fouling in a plate-fin 

heat exchanger system and estimate its remaining 

useful life. This technique fuses modeling methods 

and regression-based approaches to conduct 

parameter trending. Here, symbolic regression is 

employed for parameter trending, by utilizing a 

genetic programming algorithm. This algorithm 

integrates the system model based on the inferential 

sensor data and identifies the temporal occurrence of 

faults (i.e., fouling). The outcome is an estimated 

function of fouling as a time relationship that 

analytically describes its future progression. To 

validate our approach, we apply a dynamic 

degradation regression model that includes the same 

health indicators. Both methods are tested over 

operation of the studied system at various levels of 

measurement noise and uncertainty. We proved that 

the proposed hybrid predictive approach provides 

more accurate predictions for fault occurrence and 

the remaining useful life of the system compared to 

a degradation model. 

NOMENCLATURE 

 

Acronyms 

AI Artificial Intelligence 

ML Machine Learning 

SVM  Support Vector Machines 

GP Genetic Programming 

RUL Remaining Useful Life 

PFHE Plate-fin Heat Exchanger 

 

Symbols 

𝑓 Set of governing equations 

ℎ Set of output mapping equations 

x State variables 

u Admissible system inputs 

θ Model parameters 

ξ Fault and uncertainty parameters 

𝑡 Time 

 ŷ System output measurements 

 �̃� Estimated system outputs 

𝑧 Inferential sensor function 

�̂� Inferential sensor measurements 

 �̃� Estimated inferential sensor 

𝑀 Parameter of the degradation model 

𝑩 Parameter of the degradation model 

q Generated function in GP 

 𝑁 Number of timesteps included in 

the time window 

�̇�ℎ,𝑖 Hot air – Mass flow rate 

𝑇𝑐 Cold outlet temperature 

𝑇ℎ Hot outlet temperature 

𝑅𝑓 Thermal fouling resistance in the 

cold stream side 

ωH2O Moisture Content 

𝑇𝑖𝑛
𝑐𝑜𝑙𝑑 Cold air inlet temperature 

 

Subscripts 

𝑗 Timestep index in the expanding 

window for the hybrid method 

𝑖 Timestep index in the sliding 

window for the degradation model 

method 

𝑓 Faults 

𝑝 Design and model 

𝑞 System uncertainty 

 

Superscripts 

 Optimal solution 

INTRODUCTION 

Diagnostics and prognostics are crucial fields 

for cyber-physical systems, as they facilitate 

efficient system monitoring that ensures safety [1]. 

Diagnostics involve the identification and isolation 

of faults by leveraging prior knowledge of the entire 

system operation. Prognostics, on the other hand, 

offer forecasts of future system conditions and 

potential failure timelines based solely on present or 

historical information [2]. Preventing system faults 

and failures can result in substantial cost savings; 

therefore, extensive research has been dedicated in 

developing methods for system fault prognosis [3]-

[9]. 

The most traditional prognostic methods are the 

so-called physics-based approaches, where we take 

into consideration the physical knowledge of the 
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system of interest [10]-[11]. These approaches can 

be very accurate, as uncertainties in models arising 

from intangible physical phenomena and/or 

complex system features are significantly reduced. 

However, the implementation of such tools can be 

challenging and computationally demanding. This is 

often due to the need for a substantial number of 

experiments, which comes with a high 

computational load and time requirement [12]. 

Over the last few years, data-driven approaches 

have been developed and applied toward providing 

forecasts, because of the rapid advancement of 

Artificial Intelligence (AI) [13]. Advanced machine 

learning (ML) techniques for classification and 

regression, such as Support and Relevance Vector 

Machines (SVM) [19]-[25], are widely utilized in 

the domains of diagnostics and prognostics. These 

methods, which build models based directly on 

current and historical data without requiring any 

physical system knowledge, often yield satisfactory 

results [14]-[18]. Consequently, they substantially 

decrease the computational load associated with 

physics-based approaches [12].  

Another set of effective prognostic methods 

includes specific deep learning techniques, such as 

auto-encoders, artificial, recurrent, and 

convolutional neural networks. These methods are 

extensively employed in health management and 

prognostics modeling because of their capability to 

handle more complex data structures, as noted in 

[26]-[28].  

However, the lack of physical system 

knowledge in both aforementioned methods may 

lead to substantial modelling inconsistencies that 

entail systematic errors to the fault estimates. 

Consequently, the fault identification is becoming 

more challenging. 

Finally, hybrid approaches, founded on the 

fusion of physics-based and data-driven methods, 

have arisen to create comprehensive frameworks 

[29]-[31]. These approaches have gained increasing 

attention recently, as they leverage the benefits of 

both concepts and effectively address their 

limitations [32]. 

In this work, we attempt to conduct fault 

prognosis by developing an advanced hybrid 

method coupled with inferential sensors. More 

specifically, we combine system modeling methods 

and regression-based approaches. Symbolic 

regression is used through a genetic programming 

algorithm that generates time relationships (i.e., 

individuals) of the fouling progression of a plate-fin 

heat exchanger system, given inferential sensor data.  

Each individual is introduced into the model to 

estimate the system outputs, as well as the inferential 

sensor values, and is evaluated by considering the 

mean squared error of the measured data. The 

obtained function offers an analytical representation 

of the evolution of system faults over time. In this 

regard, we can estimate potential failure initiation 

instances, as well as the remaining useful life (RUL) 

of the system. Ultimately, the proposed method is 

compared with a traditional predictive tool, namely 

a degradation regression model. The foregoing 

model is applied to the inferential sensor data within 

a pre-defined time window to anticipate its future 

trajectory. It is worth noting that the employed 

inferential sensors are functions of system outputs 

and are also derived through genetic programming, 

which incorporates a combination of symbolic 

regression and information theory; see also [33]. 

The latter enhances the sensitivity to faults, while 

intentionally neglecting evidence of uncertainty. It 

is important to note that this work does not include 

a real-life plate-fin heat exchanger. Consequently, 

no real-life validation or empirical testing has been 

conducted or presented within this study. The 

background and the source of the output data used in 

this work are derived from a heat exchanger system 

model, which is described in the next section. 

METHODOLOGY 

The studied system and proposed methods are 

presented in detail in the following paragraphs.   

Heat Exchanger System Model 

In this work, a plate-fin heat exchanger system 

is studied, which consists of a set of differential-

algebraic equations that essentially cover all the 

physical knowledge of the nonlinear system [33, 

36]: 

 f(ẋ(t), x(t), u(t), θ, t) = 0  (1) 

where, f represents the governing equations of the 

system, x(t) is the vector of state variables, ẋ(t) 

denotes the time derivatives of x, u(t) signifies the 

admissible inputs, θ the model parameters, and 𝑡 

denotes the time. The inputs of the system, u(t), 

include the controllable system inputs, up(t), and the 

uncertain inputs, uq(t), while the measured outputs 

(also called hard sensors) of the system, ŷ, are given 

by: 

 y ̂= h(x(t), u(t), θ, t)  (2) 

The vector θ includes the model parameters that 

represent (i) the faults, θf, (ii) the system uncertainty, 

θq, as well as (iii) the system design, θp. Note that in 

a fault detection problem, the parameters of interest 

typically include faults, uncertain parameters, and 

uncertain inputs. In this context, we consolidate 

these parameters into a new vector, ξ, and categorize 

them into the subset declaring faults, denoted as ξf, 

and the subset representing uncertainty, denoted as 

ξq: ξ = [θf, θq]∪[uq] = [ξ
f
, ξ

q
]. 

Inferential sensing 

Inferential sensors collect information from 

other available variables or parameters of the system 

to estimate a parameter of interest. In our previous 

work [33], these sensors were specifically designed 
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to be highly responsive to faults while disregarding 

the impact of uncertainty. Thereby, they provide 

enhanced fault detection capabilities. 

An inferential sensor, �̂�, is derived through a 

Genetic Programming (GP) algorithm using 

symbolic regression. The objective function of this 

optimization algorithm was the Ds-optimality 

criterion for the hard sensors along with a 

symbolically regressed equation (i.e., the inferential 

sensor). Note that this equation is a function of the 

hard sensors. For more comprehensive information, 

readers are encouraged to refer to [33]. In this study, 

the obtained inferential sensor is utilized as a health 

indicator for the following prognostic methods. 

Hybrid Prognostic Method 

 
Fig. 1. Flow chart of the proposed hybrid prognostic 

method.  

Figure 1 shows a flowchart of the proposed 

hybrid prognostic approach. The main goal is the 

prediction of a potential fault instance and the 

estimation of system’s remaining useful life (RUL). 

The prediction of system performance 

considers both past and current data of the 

inferential sensor (i.e., �̂�), which correspond to the 

measurements of the 𝑁 timesteps from the initial 

time until the current time. These data are introduced 

to a Genetic Programming (GP) algorithm, which 

generates symbolic regression models. The latter are 

time relationships q(t), that depict the functions of 

the estimated fault parameter of the heat exchanger 

(i.e., fouling). Every generated function is inserted 

into the system model to estimate the hard sensor 

data (i.e., �̃�) and finally the inferential sensor data 

(i.e., �̃�). For model assessment, we consider the 

mean square error of the measured inferential 

sensor; see the objective function in Fig. 1. 

The outcome of the GP process is an optimal 

fouling function, which completes the model and 

provides the most accurate predictions of the 

available data. Finally, this estimated fault function 

is utilized to estimate possible fault instances and 

system’s RUL. Then, we identify the points where 

the trended fault function intersects the predefined 

fault threshold (i.e., the fault initiation) and failure 

timeline (i.e., end of system life). The former is 

denoted as the predicted fault detection time, while 

the latter as failure time instance. Finally, the RUL 

can be estimated by subtracting the current time step 

from the forecasted failure instance. 

Degradation Regression Model 

Over time, many research endeavors have 

utilized degradation regression models, including 

linear, exponential, or power forms. These models 

aim to depict future trends in various health 

indicators and predict the RUL of a system [34]-

[35]. 

We consistently employ a dynamic degradation 

regression model, which is calibrated with the health 

indicator (i.e., here, inferential sensor) data of the 

evolving degradation trend. As time advances, the 

degradation model is adapted and refreshed using a 

sliding or expanding window that encompasses both 

current and historical data of the inferential sensor. 

Then, we leverage this model to forecast its future 

trajectory. In this context, predicting potential fault 

occurrences and the RUL is simplified. Detection of 

impending faults occurs when the predictive path of 

the inferential sensor reaches a predetermined fault 

baseline, while determining RUL involves counting 

the number of time steps from current time until an 

anticipated failure threshold is reached. 

In this study, the degradation regression model 

is considered a power function 𝑧 = 𝑀𝑡𝐵. The values 

for the parameters 𝑀 and 𝐵 are calculated by fitting 

the degradation model across the sliding window. 

This is achieved by solving the below optimization 

problem: 

arg min
𝑀,𝐵

{ ∑ (𝑧𝑖 − 𝑀𝑡𝑖
𝐵)2𝑁

𝑖=1 + ∑ (𝑧�̇� −𝑁
𝑖=1

𝑀𝐵𝑡𝑖
𝐵−1)2} (3) 

where, 𝑁 is the number of timesteps included in the 

sliding window, 𝑧𝑖 is the value of the inferential 

sensor, while 𝑧�̇� represents its slope at time 𝑡𝑖 within 

the sliding window. Notably, the minimization of 

slope is crucial for capturing additional information 

from the degradation trajectory, thereby enhancing 

the precision of the estimations. 

CASE STUDY DESCRIPTION 

As it is already mentioned, the proposed 

methods are applied to a crossflow plate-fin heat 

exchanger (PFHE) system [36]. The input of the 

system is the mass flow rate of the hot stream, 𝑢 =
�̇�ℎ,𝑖 (in kg/sec), and the system output 

measurements are the cold and hot outlet 
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temperatures, 𝑦 = [𝑇𝑐 , 𝑇ℎ] (in oC). The inferential 

sensor which serves as health indicator is given by 

the equation below: 

 𝑧 = (-190.802𝑇𝑐 + 178.716𝑇ℎ − 2𝑇𝑐(-𝑇𝑐 + 𝑇ℎ +
6.575) + 1139.9)/(-1488.7)  (4) 

The fault studied in the heat exchanger system 

is the thermal fouling resistance in the cold stream 

side, θ𝑓 = 𝑅𝑓  (in 10−3m2K/W), while the system 

uncertainty can be found in the cold air inlet stream 

moisture content, ωH2O (in kg H2O/kg dry air), and 

the cold air inlet temperature, 𝑇𝑖𝑛
𝑐𝑜𝑙𝑑 (in oC). 

 
Fig. 2. The injected asymptotic form of the 

crossflow plate-fin heat exchanger (PFHE) fouling. 

Here, we assume that the fault increases 

asymptotically with time, as shown in Fig. 2. The 

asymptotic function integrated into the PFHE model 

is given by 𝑅𝑓 =
10 𝑡

𝑡+250
+ 0.4. In the figure, we can 

see that at the beginning the system is in fault-free 

condition (i.e., 𝑅𝑓 = 0.4), and afterwards the fault 

level rises until the system reaches the failure 

conditions (i.e., 100% blocked fouling, 𝑅𝑓 = 8). 

It is considered that the 50% blocked state (i.e., 

𝑅𝑓 = 0.4) serves as a threshold requiring the 

detection of system faults, whereas the 80% blocked 

state (i.e., 𝑅𝑓 = 8) marks the end of the system's 

lifespan. Particularly, in Fig. 2, it can be noted that 

the fault occurs at t = 141 min, while the termination 

of the system's lifespan happens at t = 375 min. The 

responses of the hard (i.e., system outputs) and the 

inferential (i.e., 𝑧) sensors are illustrated in Fig. 3, 

for different uncertainty levels in moisture content, 

𝜔H2O (in kg H2O/kg dry air), and  in the cold air inlet 

temperature, 𝑇𝑖𝑛
𝑐𝑜𝑙𝑑  (in oC). As shown, 𝑧 is less 

affected by changes in uncertainty.  

 

 
Fig. 3. The hard and inferential sensor responses for 

three different uncertain scenarios with values: (a-c) 

[𝜔H2O, 𝑇𝑖𝑛
𝑐𝑜𝑙𝑑] = [6,45], (d-f) [𝜔H2O, 𝑇𝑖𝑛

𝑐𝑜𝑙𝑑] =

[5.3,39], and (g-i) [𝜔H2O, 𝑇𝑖𝑛
𝑐𝑜𝑙𝑑] = [7.3,54] . 

It is important to mention that prognostics are 

conducted based on the scenario shown in Figs. 3.a-

c, which includes the mean values of the uncertain 

parameters; see also [33]. 

METHOD IMPLEMENTATION 

Hybrid Prognostic Method 

The proposed hybrid prognostic method relies 

on all available present and past data and provides 

the best estimated relationship of fault with time. 

Moving in time, new inferential sensor values are 

incorporated, while simultaneously retaining all past 

instances of the time series. In this context, the 

sliding window is consistently expanding. 

To evaluate the method, we conduct 

prognostics at intervals of 50 min with a sampling 

rate of 1 minute, starting from the initiation of the 

simulation and continuing until the end of the 

system’s lifespan. In each iteration, a trended fault 

function is obtained and used to estimate the RUL.  

In Table 1, we can see the estimates for 

potential fault instances and the RUL, as well as 

their actual values. Additionally, it provides 

developed analytical expressions illustrating the 

evolution of system fouling over time. Note that in 

the initial two iterations, when the system is still free 

of faults, predictions for fault occurrence are also 

presented. As indicated, in the first 50 min the 

method incorrectly forecasts the fault occurrence 

within 175 min, compared to the real value of 91 

min. As far as the RUL, the estimated fouling 

function never meets the failure threshold, resulting 

in an infinite RUL value. This implies that, based on 

the current system condition where faults are absent 

or at insignificant levels, the method foresees no 

future failure. Consequently, due to limited system 

information (specifically in the case of the first 
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iteration), the symbolic regression scheme fails to 

capture the behavior of the fault. This leads to a 

substantial gap between the estimates and the actual 

values.  

In the second iteration, these discrepancies 

significantly diminish, resulting in a very close 

estimation for the fault instance with only a 2 min 

deviation from the actual value and a 9 min error 

RUL prediction. Although the numerical results are 

satisfactory, it is important to note that the quantity 

of data remains insufficient for the development of 

a precise analytical fault function. 

Table 1. Predictions for potential fault instances and 

the RUL based on the hybrid method, accompanied 

by the derived fault functions for each iteration. 

 
 

 
Fig. 4. The estimated fault progression compared 

with the actual fault trend at time instances: (a) 50, 

(b) 100,  (c) 200 and (d) 300 min. 

Figure Error! Reference source not found. 

illustrates the anticipated growth of the estimated 

fault (represented by the cyan dashed line), 

compared with the actual increase (depicted by the 

blue solid line) at time instances of 50, 100, 200 and 

300 min. As depicted, the trajectory of the estimated 

fault in the first iteration (see Fig. 4.(a)) diverges 

notably from the actual fault function. Conversely, 

in the second iteration, the estimated fault increase 

aligns more closely with the actual trend (see Fig. 

4.(b)). 

As previously stated, our objective is to predict 

the RUL with high precision. In both time instances, 

at 200 and 300 min (see Figs 4.(c) and 4.(d)), the 

trended fault functions almost align with the actual 

increase, signifying highly accurate RUL values. 

This is also confirmed by the results in Table 1, 

where the analytical expressions of �̂�𝑓 closely 

resemble the actual fault function, 𝑅𝑓. Specifically, 

at 𝑡𝑐 = 200 min, the RUL estimation is 173 min, 

differing only 2 min from the real value (i.e., 175 

min), while at 𝑡𝑐 = 250 min the method gives an 

accurate RUL prediction with zero error. The 

findings above highlight that the accuracy of the 

estimates improves over time. 

Degradation Regression Model 

The degradation regression model introduced in 

this study relies on a sliding window of 50 min (or 

the last 50 historical time instances, given a 

sampling rate of 1 min) for the purpose of 

forecasting fault occurrences and estimating the 

RUL. As the sliding window of inferential sensor 

values moves forward one step, incorporating a new 

value, the oldest time instance is removed. This 

chosen degradation regression model is iteratively 

applied to each updated window, predicting the 

future track of the inferential sensor until the failure 

threshold is met. 

Table 2 provides the optimal values of the tuned 

parameters 𝑀 and 𝐵 in each iteration, as well as the 

fault time instances and RUL estimations along with 

their actual values. In the first iteration, the scheme 

fails to predict accurately both the time of the fault 

and the RUL. 

Table 2. Predictions for potential fault instances and 

the RUL based on the degradation model, 

accompanied by the derived fault functions for each 

iteration. 

 

From the next iteration onward, however, the 

predictions appear noticeably enhanced. At 𝑡𝑐 =
100 min, the forecast for the fault occurrence is 38 

min, which is only 3 min earlier than the actual fault 

occurrence. However, in terms of the RUL 

estimation, there is still a considerable deviation 

from the real value, resulting in an error of 44 min. 

Then, at 𝑡𝑐 = 200 min, the method provides 148 

min for RUL, which closely approximates the actual 

value, while at 𝑡𝑐 = 300 min the method prognose 

72 min RUL with an error of 3 min. 



Heat Exchanger Fouling and Cleaning – 2024 

 

 

97 

ISBN: 978-0-9984188-3-4; Published online www.heatexchanger-fouling.com 

 
Fig. 5. The degradation regression model of z 

compared with its actual future values at time 

instances: (a) 50, (b) 100, (c) 200 and (d) 300 min. 

Note that, the sliding window used for fitting 

includes 50 timesteps. 

Figure 5 illustrates the available inferential 

sensor data employed in the fitting process within 

the sliding window, along with its projected future 

values represented by dashed lines. As mentioned 

earlier, the fault occurrence is identified when the 

future trend reaches the pre-defined fault threshold, 

while the end of the system's life is predicted when 

the trend intersects the failure threshold. 

In the first iteration (see Fig. 5.(a)), the method 

does not forecast any fault occurrence in the near 

future, while the estimated value for RUL 

significantly differs from the true value. At time 

𝑡𝑐 = 100 min (see Fig. 5.(b)), however, the 

predictive trend of the inferential sensor more 

closely aligns with the actual values. As time 

progresses, it becomes evident that these deviations 

decrease significantly, as illustrated in Figs 5.(c) and 

5.(d). 

Comparisons 

A comparison between the two approaches is 

demonstrated in Fig. 6. Specifically, Fig. 6.(a) 

provides the RUL estimations yielded by both 

schemes. In the initial iteration, both estimates 

approach infinity and have been excluded from the 

graph. In subsequent iterations, it becomes evident 

that the estimates from both methods progressively 

converge towards the actual values, with the hybrid 

method providing more accurate predictions than 

the degradation model. The full convergence for the 

hybrid method comes in the last three iterations, 

while the degradation model provides accurate 

predictions in the last two iterations. 

The differences among the proposed strategies 

become apparent in Fig. 6.(b), where the absolute 

variances between the predicted and actual values 

are illustrated. Clearly, as time advances, the 

performance of both methods in estimating the RUL 

shows significant enhancement. Notably, errors 

markedly decrease after the second iteration (i.e., at 

100 min), while they become negligible in the last 

two iterations, 300 min into the process. It's 

noteworthy that the discrepancies between the 

prognostic forecasts and the real RUL values are 

notably smaller for the hybrid approach, providing 

evidence of the scheme's heightened robustness. 

 
Fig. 6. (a) The RUL values estimated in every 50 

min by both methods compared with the true values 

in each iteration. (b) The absolute errors between the 

estimated and actual RUL values for both methods 

in every iteration. 

CONCLUSIONS 

In this work, a hybrid prognostic technique, 

fusing system modeling and symbolic regression 

methods, was proposed. For method assessment, this 

method was compared to another traditional 

predictive scheme, which relies on the degradation 

regression model. Both methods integrated as health 

indicator an optimized inferential sensor that is 

designed to be sensitive to faults and unaffected by 

system uncertainty, through a unique combination of 

symbolic regression and information theory. By 

applying both methods in a crossflow plate-fin heat 

exchanger (PFHE), we showed that the proposed 

hybrid predictive approach provided more accurate 

predictions for fault occurrence and RUL compared 

to a degradation model. This robust performance 

was complemented by the inclusion of an analytical 

expression, detailing the evolution of system faults 

over time. 
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